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ABSTRACT

This paper proposes an agent communication protocol specifie as
a set of dialogue rules for resolving conflict using assumption-
based argumentation. Arguments are built from a set of rules and
assumptions using backward deduction. Beyond arguments agents
can handle, we propose the notion of partial arguments along with
partial acceptability. This protocol merges inquiry and persua-
sion stages and by building and reasoning about partial arguments,
agents can jointly fin arguments supporting a new solution for
their conflict which is not known by any of them individually.
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1. ARGUMENTATION MODEL

This paper focuses on using argumentation for persuasion and in-
quiry for agent communication. In multi-agent systems, some inter-
esting argumentation-based protocols for these dialogues have been
proposed [1, 2, 4, 6]. However, they are either pure persuasion or
pure inquiry and are not complete in the sense of pre-determinism.
Except a few proposals such as [4], the notion of agents’ strategies
on how to use these protocols is disregarded [3]. The purpose of
this paper is to address these limitations and its main contribution is
the proposition of a new sound and complete agent communication
protocol combining persuasion and inquiry for conflic resolution.

In this paper, we use a formal language £ to express agents’
beliefs. This language consists of countably many sentences (or
wifs). The language is associated with an abstract contrary map-
ping like the one used in [5] (the negation is an example of this
mapping). We do not assume this mapping to be necessarily sym-
metric. T denotes an arbitrary contrary of a wff z. The set Arg(L)
contains all arguments, which will be denoted as (X, ¢) or simply
by a,b,d,.... An argument a supporting ¢ will be denoted a 1 c.
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Definition 1. Acceptable Arguments Let Ar C Arg(L) be
a set of arguments, and G the grounded extension in the argumen-
tation framework. An argument a over Ar is acceptable iff a € G.

Definition 2.  Preferred Semi Acceptable Arguments Let
G be the grounded extension in the argumentation framework, and
Ey, ..., B, the preferred extensions. An argument a is:

e Semi-acceptable iff 1) a ¢ G and 3 Ej;, E; with (1 < 4,5 <
n)suchthata € E; Aa ¢ Ej;or2) By =--- = E, =0.

e Preferred semi-acceptable iff a ¢ G and VE; (1 < i <
n)a € E;.

Definition 3. Eliminated Arguments An argument is elimi-
nated iff it does not belong to any preferred extension in the argu-
mentation framework.

Definition 4. Con icts Let «and 3 be two argumentative agents
and AF,, and AF} their respective argumentation frameworks. These
two frameworks share the same contrary mapping and the same
rules, but not necessarily the same assumptions. There is a con-
flic between « and 3 iff one of them (e.g., &) has an acceptable
argument (X, ¢) relative to AF, and the other (i.e., 3) has an ac-
ceptable argument for a contrary of ¢ (X', ¢) relative to AFz. We
denote this conflic by a. % Bz (¢ € ¢).

2. PARTIAL ARGUMENTS

The outcome of an interaction aiming to resolve a conflic de-
pends on the status of the formula representing the conflic topic.
A wff has four statuses depending on the statuses of the arguments
supporting it. Let St be the set of these statuses. We defin the
following function that returns the status of a wif with respect to a
set of arguments: A : £ x 247 — St

To resolve conflicts it happens that agents do not have complete
information. In similar situations, they can build partial arguments
for some conclusions out of their beliefs. The set Arg(L) contains
now not only all the arguments, but also all the partial arguments
agents can build. We defin a partial argument as follows:

Definition 5. Partial Arguments Let X C A be a consistent
subset of assumptions, and c a sentence in L. A partial argument in
favor of ¢ is a pair denoted by (X, ¢)s suchthat 3Y C A (Y # 0)
and (X UY, ¢) is an argument.

As for arguments, we need to defin the status of partial argu-
ments. The idea is that if, considering the information an agent has
at the current moment, there is no chance for the partial argument
to be acceptable or at least to change the status of already uttered
arguments, then there is no need to try to build such a partial ar-
gument. When the internal structure of these partial arguments is



not needed, we use the notations ag and ag to denote a partial ar-
gument and a partial argument that can be completed by the set Y
of assumptions respectively. The argument obtained by adding the
assumptions Y’ to the partial argument a}y is denoted by ap.Y . The
following definitio establishes the status of partial arguments.

Definition 6. Status of Partial Arguments Let Ar C Arg(L)
be a set of arguments and partial arguments over the argumen-
tation framework. A partial argument ap over Ar is acceptable
((preferred) semi-acceptable, eliminated) iff 3 Y : as.Y € Aris
acceptable ((preferred) semi-acceptable, eliminated).

3. PROTOCOL

Agents share the same set of rules and each agent has a pos-
sibly inconsistent belief base .4, and Ap respectively containing
assumptions. Agents strategies are based on their argumentation
systems. Each agent a has a commitment store (C'S,). In gen-
eral, commitment stores can contain arguments, partial arguments
and sentences agents exchange during their interactions. Our pro-
tocol is to be used when a conflic is identified for example as an
outcome of a previous interaction.

The set of arguments an agent can build from the union of com-
mitment stores is denoted by Arg(UC'S). The possibility for an
agent « to build an acceptable argument a (respectively an accept-
able partial argument a};) from its knowledge base and the commit-
ment store of the receiver 3 is denoted by AR (A,UCS3) > a (re-
spectively AR (Ao UCS5) > a} ). AR(AaUCS3) B a (respec-
tively AR (A U C'Sg) ¥ a) ) means that agent o cannot build an
acceptable argument a (respectively an acceptable partial argument
a}) from A, U C'Sg. For simplificatio reason, we associate the
same symbols (> and %) with (partial) preferred semi-acceptable
and (partial) semi-acceptable arguments. However, agents consider
firs (partial) preferred semi-acceptable arguments. We assume that
statuses are ordered using > ordering relation.

Definition 7. Protocol A protocol is a pair (C, D) with C a
finit set of allowed moves and D a set of dialogue rules.

The moves in C are of n different types (n > 0). We denote by
M*(c, B, a,t) a move of type i played by agent a and addressed
to agent [ at time ¢ regarding a content a. We consider 5 types of
moves: Assert, Accept, Attack, Question ad Stop. Generally,
in the persuasion protocol agents exchange arguments. Except the
Question move whose content is not an argument, the content of
other moves is an argument a (¢ € Arg(L)). When replying to a
Question move, the content of Assert move can also be a partial
argument or “?” when the agent does not know the answer.

Intuitively, a dialogue rule in D is a rule indicating the possible
moves that an agent could play following a move done by a re-
ceiver. To make agents deterministic, we specify these rules using
conditions that reflec the agents’ strategies. Each condition C}, is
associated with a single reply. This is specifie formally as follows:

Definition 8. Dialogue Rule It has either the form:

A (M0, 8,a,8) A Cr = MJ(B, 0, a,1'))
0<k<n;
jedJ
where J is the set of move types, M* and M7 are in C (M] refers
to the move of type 7, which is related to the condition Cy), t < ¢
and n; is the number of allowed communicative acts that 3 could
perform after receiving a move of type ¢ from «; or of the form:

/\ (Cx = M}Z(%@%Jo))

0<k<n
jed
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where tg is the initial time and n is the number of allowed moves
that « could play initially.

Some examples of the dialogue rules of our protocol are:
1 Initial Rule

Cin, = Assert(a, 8, a)
where:

Ciny =3p,qe L

op Z By NAR(As) > aNatp

2 Assertion Rule

Assert(a, B, p) A Cas, = Attack(p, a,b)

Assert(a, B, u) A Cas, = Attack(B, o, b)
Assert(a, B,v) A\ Casy = Question(,a,Y)
Assert(a, B,v) A Cas, = Question(B,a,Y")
Assert(o, B,v) A Casy = Accept(B, o, a)
Assert(a, B,v) A Casg = Stop(f, @)
where 44 is an argument or partial argument, v is an argument, par-
tial argument, or “?” and:

>>>> >

(«
(«
(«
(«

Casy=3b € Ar: AR(As UCSa) > b
A ap = A(p, Arg(UC'S)) = A(p, Arg(UC'S U {b}))
A By = A(p, Arg(UCS U {b})) = A(p, Arg(UCS))
Casy= Casy NI € Ar : AR(Ag U CSy) B b
A ap = A(p, Arg(UCS)) = A(p, Arg(UCS U {b'}))
A Bp = A(p, Arg(UCS U {b'})) = A(p, Arg(UCS))
Casg,: “Casl A “Casg
Adba,Y : bp.Y € Ar AN AR(As UCS,) > b)Y
N ap =
A(p, Arg(UCS)) = A(p, Arg(UCS U {bs.Y'}))
A Bp =
A(p, Arg(UCS)) = A(p, Arg(UCS U {bs.Y'}))
Ca34: _‘Oasl A _‘Casg A _‘Casg
A b, Y': baY' € Ar A AR(Az U CS,) > by’
N op =
A(p, Arg(UCS)) = A(p, Arg(UCS U {b5.Y'}))
A By =
A(p, Arg(UCS U{bs.Y'})) = A(p, Arg(UCS))
Cass=3a€ Ar: AR(AgUCSs)>aNatp
A=Cqs5 AN 7Cos,
Casg= Cas; N Cqs5 N —Cqs, N Casy
AV Y € Ar, AR(As U CSa) B b =
A(p, Arg(UCS)) = A(p, Arg(UCS U {V'}))
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